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ABSTRACT
In this paper, we discuss the feasibility of estimating the ac-
tivation level of a conversation by using phonetic and turn-
taking features. First, we recorded the voices of conversa-
tions of six three-person groups at three different activation
levels. Then, we calculated the phonetic and turn-taking fea-
tures, and analyzed the correlation between the features and
the activity level. The analysis revealed that response latency,
overlap rate, and speech rate correlate with the activation lev-
els and they are less sensitive to individual deviation. Then,
we formulated multiple regression equations, and examined
the estimation accuracy using the analyzed data of the six
three-person groups. The results demonstrated the feasibility
to estimate activation level at approximately 18% root-mean-
square error (RMSE).

Author Keywords
Conversational activation; estimation; phonetic feature;
speech information processing.

ACM Classification Keywords
H.5.2. User Interface: Theory and methods

INTRODUCTION
The growth of high-speed broadband networks facilitates the
development and spread of various remote communication
systems, such as instant messaging tools, micro-blogs, and
video chat systems. A video chat system provides an easy-
to-use remote communication function that includes images
of the users. However, privacy-sensitive users might be un-
willing to display their own images. Furthermore, there is
a risk of an unintentional leak of personal information from
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the background image. On the other hand, avatar-based com-
munication systems, such as Second Life [18], are utilized
for casual remote communication. The use of an avatar, as
the surrogate of the user, allows the user to avoid uninten-
tional transmission of personal information. However, the
conventional avatars lack the ability to express nonverbal in-
formation, such as a gaze, facial expressions, and gestures.
Vargas noted that 65% of the message is communicated via
nonverbal channels [20]. Mehrabian reported the roles of fa-
cial expression, phonetic information, and verbal information
are 55%, 38%, and 7%, respectively, if contradictory infor-
mation is expressed via verbal and nonverbal information [9].
Therefore, the expression of adequate nonverbal information
is needed for smooth and natural avatar-mediated communi-
cation. However, the nonverbal information is manually con-
trolled in most of the avatar communication systems.

The manual control of all nonverbal information, such as gaze
and gesture, is cumbersome and increases the user task load.
Therefore, the automatic control methods of nonverbal infor-
mation have been studied. Interactor, developed by Watanabe
et al., revealed that the automatic control of nods and gestures
using the vocal information of the speaker facilitates the con-
versation [22]. Miyajima and Fujita also proposed methods
to control the gaze, facial expressions, and gestures of avatars
based on phonetic features, and experimentally examined the
effects of these features on communication [10]. In natural
communication, the magnitude and velocity of gestures are
thought to change with the level of enthusiasm in conversa-
tion. Therefore, it is expected that automatically controlling
the magnitude and velocity of gestures to reflect the conver-
sational activation level produces a more natural impression
and facilitates communication. Saeki et al. studied a unified
control algorithm used to control the multiple nonverbal in-
formation based on the activation level [17]. However, meth-
ods to estimate conversational activation levels have not been
established.

Maeda et al. proposed a method to estimate the activation
level based on gestures such as hand motions [7]. The pro-
posed method was expected to work well with a camera-
compatible environment; however, the use of a camera limits
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Table 1. Relationship between emotions and phonetic features (sum-
mary of preceding studies).

emotion
　 anger joy dislike sad laxation

pitch high high low low low
intensity high high low low -
utterance

rate
very
fast

fast fast slow -

cadence - appear - - disappear

the possibilities for the usage of the proposed method. On
the other hand, voice is essentially required information for
voice-based chatting and is less restrictive in terms of system
setup. Therefore, we experimentally discuss the feasibility
of automatically estimating the activation level during natural
conversation based only on vocal information.

It is known that prosodic information of the voice reflects
emotions [14]. Turn-taking features are also known to change
to reflect emotions [13]. Therefore, we studied the relation-
ship between the phonetic and turn-taking features and the
activation level in conversation among groups of three sub-
jects. The results indicated the correlation between the ac-
tivation level and the response latency, and the overlap rate
and the speech rate. Therefore, the off-line estimation of the
activation level was also examined on the basis of these three
indicators. It demonstrated the feasibility of activation level
estimation that is robust against individual differences and
environmental variations. The contribution of this study to
CHI is to demonstrate the feasibility of calibration-free con-
versational activation level estimation. It is expected to allow
voice communication systems, as well as avatar chat systems
to control their functions and reflect the activation level of the
users.

RELATED STUDIES

Activation Level and Phonetic and Turn-taking Features
Numbers of studies have pointed out the change of conver-
sational voice features due to emotional variations. For ex-
ample, intensity, pitch, and utterance rates are higher when
speakers are angry or joyful [1, 12]. On the other hand, these
three features are lower when the speakers are sad [12], and
intensity and pitch are lower [12] and utterance rate is higher
[3] when speakers are expressing dislike. In addition, the pre-
vious studies indicated a higher pitch and a strong cadence
when speakers are joyful, and a lower pitch and a decrease
of cadence when the speakers are relaxed [11]. The changes
of prosody due to emotional variations are summarized in Ta-
ble 1. As the emotions during the conversation stabilize or
change gradually without a strong prompt, the emotion is ex-
pected to induce automatically detectable changes in a con-
versational voice.

A circumplex model of affect, proposed by Russel, represents
emotions by using two dimensions of pleasure-displeasure
and sleep-arousal[15]. In this circumplex model, anger and
joy are considered as higher arousal level emotions. On the
other hand, the arousal levels of dislike and sadness are con-
sidered as low. When we define the conversational activa-
tion level as the enthusiasm in the conversation, it is consid-

ered to be proportional to the arousal level in the circumplex
model. Therefore, the activation level is expected to induce
the observable effects in the conversational voice, and the es-
timation of activation level based on phonological informa-
tion would be possible.

In addition to the prosodic changes, turn-taking features were
also researched [16]. It has been pointed out that the overlap
frequency of utterances also increases along with the activa-
tion level [13]. It has also been reported that turn-taking la-
tency, which is the interval after one speaker finishes speaking
and the other starts speaking, decreases in the case of an affir-
mative or an approval response [6]. Therefore, in the conver-
sations in which the speakers expressed joy, the response la-
tency could be a good indicator of the activation level. In ad-
dition, motion synchronization among the speakers was also
indicated in continuous conversation, and prosodic synchrony
occurred, especially in groups of women [13].

Avatar Control using an Estimated Activation Level
If the duration and speed of the avatar behavior, such as ges-
ture and facial expression, are appropriately controlled in
conjunction with the conversational activation level, avatar
communication might be more natural. Therefore, we de-
fined the degree of conversational activity as enthusiasm of
the speakers during the conversation, and studied the auto-
matic control algorithms of avatar behavior according to the
activation level [17]. Sejima et al. reported that conversa-
tional impressions are improved by controlling the avatar be-
havior based on the estimated conversational activation level
that is a weighted moving average of overlap frequency [19].

If the real-time estimation of the activation level from the
conversational voice is possible, the automatic control of the
avatar behavior would be feasible. The activation-based con-
trol will allow avatars to behave more naturally. However, a
certain amount of conversational voice is required for accu-
rate estimation. It causes an estimation delay from several
seconds to several minutes. This delay issue is discussed in
the discussion section.

The activation levels of the participants are individually dif-
ferent. The speaker’s activation level is supposed to be re-
flected by the voice features. On the other hand, the listening
participant, who say nothing, would also be influenced by the
general mood of the group and might feel his ore her own ac-
tivation level. Therefore, a parameter is required to describe
the conversational mood of the entire group. Thus, in this
study, with the objective of controlling an avatar to reflect the
activation level of not only a speaker but also the group, we
assume two activation levels: a group activation level and a
personal activation level.

EXPERIMENTS

Methods
We conducted video chat experiments among groups of three
subjects under three different conditions, and recorded the
conversation voices. In principle, avatar-mediated communi-
cation has limited nonverbal expression functions compared
to face-to-face or video communication, even with automatic
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control mechanisms. Therefore, to limit the nonverbal com-
munication channel, we limited the viewing range of the cam-
era, which allowed the users to watch only the face and chest
images of their partners. There were 18 subjects (nine male
and nine female) in their twenties. The conversation groups
were three three-male groups and three three-female groups.
Each conversational group consisted of participants of the
same gender who were acquainted with each other to mini-
mize the influence of factors other than the test activity and to
let the groups raise their activation level more easily.

We attempted to control the activation level of each conversa-
tion as low, medium, or high by imposing different constraints
on the topics during the experiment. There were no other
constraints, which allowed participants to converse naturally.
The duration of the experiments was 15 minutes for each con-
dition; 45 minutes in total. The sequence of the conditions
was randomized to avoid order effect. After the conversation
during each condition, the participants were required to eval-
uate the subjective activation level using a linear scale from 0
to 100. The participants scored their own personal activation
level as well as the entire group ’s activation level, for the
beginning, middle, and final parts of the conversation, as well
as for the entire conversational period.

Experimental Conditions
To control the conversational activity at each of the three lev-
els, we imposed several conditions on the talking topics for
discussion. Before the experiments, topics related to news
and social issues were collected as conversational topic can-
didates. Then, we interviewed the subjects to determine their
interest and amount of knowledge of each topic. According
to the answers from the interview, the topics for discussion
were selected as follows:

• L-condition, envisaged low activity: We requested the sub-
jects to seriously discuss topics related to news, in which
all three subjects were least interested and had least knowl-
edge. The conversation about other topics was strictly pro-
hibited.

• M-condition, envisaged middle activity: We requested the
subjects to discuss topics related to social issues of which
they had some knowledge but little interest. The conversa-
tion about other topics was strictly prohibited.

• H-condition, envisaged high activity: We imposed no limi-
tations on the topics for discussion. To help the participants
choose discussion topics, the results of the survey question-
naire about the hobbies of each subject was disclosed to all
the subjects. Furthermore, the subjects were instructed to
enjoy the conversation.

During the L-condition, subjects had very little knowledge
and interest for the discussion topic. The expected activation
level was low because the subjects had difficulty in broad-
ening the conversation. On the other hand, in H-conditions,
there was no limitation on the topics, and the speakers were
allowed to talk about their favorite topics. Therefore, the
activation level was higher. In M-conditions, the subjects
were able to broaden the conversation, because they had some
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Figure 1. Evaluation of subjective activation level. (a) personal acti-
vation level, (b) group activation level (error bars represent standard
deviations)

knowledge about the topics. However they had less interest
about the topics than during the H-condition. Therefore, the
expected activation level was between the L and H conditions.

Summary of Experimental Results
To confirm that the activation levels were controlled as de-
signed, we calculated the averages of the subjective activa-
tion levels. The results are shown in Figure 1. The data for
the first five minutes of each discussion was excluded from
the analysis because we observed that a similar conversation
concerning what to speak about occurred in each condition in-
dependent of the imposed topics. The significant differences
in each pair of conditions were observed in multiple com-
parisons, after the confirmation of the significant difference
in variance analysis (p<0.01). The results indicated that the
conversations could be controlled at three levels by imposing
limitations on the discussion topics.

ANALYSIS OF THE RELATIONSHIP BETWEEN THE ACTI-
VATION LEVEL AND VOICE FEATURES
In this study, we analyzed 10 features in conformity with pre-
vious studies. The analyzed features that reflect the prosody
are average sound pressure, average pitch, sound pressure
variation, pitch variation, utterance rate, utterance length and
synchrony of sound pressure. In addition, we analyzed the
average of response latency, overlap rate, and speech rate fea-
tures that reflect the structures of conversations. The features
were experimentally examined as activation level indicators
for automatic estimation.

Methods of Voice Features Calculation
We used the application software, Praat [2], for analysis, sim-
ilar to the preceding studies [23]. The calculation interval of
sound pressure and pitch was set to 30 ms. To calculate the
turn-taking features, we clipped out the vocal durations by
applying the experimentally determined threshold, which was
five times the white noise level and one tenth of the average
sound pressure. Because short silences among utterances are
caused by sound fluctuation and breathing, we interpolated
short silences similar to the manner in the preceding study
[21]. In this study, the silent durations less than 0.3 s were
interpolated. After the interpolation of the temporal silence,
the utterances longer than 0.1 s were regarded as the actual
utterances and others were regarded as noise. The calculation
method for each feature is described as follows:
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• Average sound pressure: The sound pressure levels, sam-
pled at 30 ms intervals, were normalized from 0 to 1, by
dividing by the maximum value for each speaker. Average
sound pressure was calculated every 5 minutes.

• Average pitch: Average pitch was calculated every 5 min-
utes after the normalization.

• Sound pressure variation: Variation in sound pressure is
expected to be larger in tonic utterances. Therefore, the
standard deviation of the sound pressures for the utterances
was calculated and normalized by the average value.

• Variation coefficient of pitch: Pitch also has a great vari-
ation during tonic utterances. The standard deviations of
pitch for the utterance interval was calculated and normal-
ized.

• Utterance rate: To calculate the rate of utterances, it was
necessary to detect each syllable and count the number of
the syllables. In this study, the syllables were approximated
to the duration between the two troughs of the sound pres-
sures [8]. The rate of utterance was approximated as the
average of the duration of each syllable.

• Utterance length: The utterance duration for a sentence
decreases as the speaking speed increases. Consequently,
the utterance length is likely to change in reflection of the
change of speaking speed. Therefore, the length of each
utterance, which was clipped out as described previously,
was calculated by subtracting the start time of the utterance
from the end time.

• Sound synchrony: The cases, that showed a positive cor-
relation among the three speakers in sound pressure, pitch,
utterance rate, or utterance length were regarded as the syn-
chrony of the subjects, as similarly regarded by previous
studies [13]. The rate of the correlative utterances was cal-
culated as the synchronic trend feature. Linear interpola-
tion was applied to the non-utterance durations, similar to
methods used in previous studies. The rate of positive cor-
relation coefficients for each 50 utterances was calculated
as the measure of synchrony.

• Overlap rate: In enthusiastic conversations, more speech
overlaps occurred, such as laughing. Therefore, we deter-
mined the overlaps by detecting when subject began speak-
ing while another person was speaking. Furthermore, the
rate of the overlaps was calculated to eliminate the effect
of the total number of the utterances [6].

• Average response latency: After the detection of the turn-
taking, the intervals were calculated between the end of the
utterance of the first speaker and the beginning of the utter-
ance of the next speaker. The intervals are regarded as the
response latency of the latter speaker. The response latency
takes a negative value when overlap occurs. In enthusiastic
conversations, the faster turn-taking rhythm was presumed
to shorten the response latency.
However, turn-taking did not occur in the utterances that
completely overlapped another utterance, such as laugh-
ter or back-channel feedback. Therefore, we eliminated

the cases in which the lately-begun utterance ended before
the end of the turn-holding utterance. The latencies were
calculated only for the cases without complete overlaps,
which means turn-taking occurred.

• Speech rate: The personal speech rate was calculated as the
rate of the utterance duration for which the system detected
the utterance of the subject during the entire experiment.

Results of Analysis
The averages of the features of each speaker and each group
for the last 10-minute periods of the conversations are shown
in Figures 2 and 3. The speech rate of a group was defined as
the rate of non-silent state time, during which at least one of
the three participants is speaking. The group features, other
than the speech rate, are the average values of the three sub-
jects. Synchrony was not observed for both utterance rate
and utterance length, but similar synchrony was observed for
sound pressure and pitch. Therefore, we show only the results
of the sound pressure. The groups were composed as follows:

• Group G1: Speakers a, b, and c

• Group G2: Speakers d, e, and f

• Group G3: Speakers g, h, and i

• Group G4: Speakers j, k, and l

• Group G5: Speakers m, n, and o

• Group G6: Speakers p, q, and r

Speakers a-i were male, and speakers j-r were female.

As a result of the analysis, similar to the previous studies, at
a high activation level, the averages of the normalized sound
pressures, the averages of the normalized pitches, the over-
lap rate, and the speech rate showed increasing tendencies,
and decreasing tendencies were observed in the response la-
tencies. On the other hand, the variations of sound pressure
and pitch, the speaking rate, and the utterance length did not
show significant correlation with the activation level. The
synchrony was observed in only the female groups, similar
to results reported in the previous study [13]. The Kruskal-
Wallis test showed significant differences in five features: the
average of normalized sound pressure and pitch, overlap rate,
the average of response latency, and speech rate.

Depending on the activation level, an increase or a decrease
was observed in the averages of normalized sound pressure
and pitch, the overlap rate, the average response latency, and
the speech rate for most of the subjects. However, the sound
pressure and the pitch also showed larger individual differ-
ences even after the normalization. On the other hand, the
overlap rate and the speech rate showed relatively smaller
differences among the groups. The average response latency
decreased to 0 s at a high activation level for most of the sub-
jects, and both the group differences and the individual dif-
ferences were smaller.

The changes of three turn-taking features related to the con-
versation structure of G1 are exceptionally smaller at a high
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activation level. The difference of the activation level be-
tween L and H-conditions was approximately 50% for the five
other groups; however, it was 20% for G1. In other words, it
is considered that the subjects in G1 were less excited com-
pared to those in other groups during the H-condition. This
result might be due to the less effectiveness of topics control
in G1.

Selection of Indicators for Estimation
Out of the analyzed features, the averages of the normalized
sound pressure and the pitch, the overlap rate, the speech
rate, and the average response latency showed tendencies
to increase or decrease depending on the activation level.
They showed good correlation with the activation level. The
sound pressure and pitch showed larger individual differences
even after the normalization. In addition, they also were af-
fected by factors in the system environment, for example, mi-
crophone sensitivity. Therefore, the features must be cali-
brated before using them to control avatars, which could be
a potential disadvantage for practical usage. On the other
hand, the overlap rate, the average response latency, and
the speech rate, which relate to the conversational structure,
showed fewer individual and group differences during the H-
condition. Because these three features are calculated on the
basis of the relationship between time and utterance, they are
not affected by the system environment or by the phonetic
individual differences. Therefore, the estimation of the acti-
vation level without calibration is expected to be feasible.

We discuss the feasibility to estimate personal and group ac-
tivation levels by using three features as an indicator: overlap
rate, the average of response latency, and speech rate, as dis-
cussed in the following sections.

ESTIMATION

Examination of Estimation Equation
Relationship between the Activation Level and Conversational

Indicators
To discuss the feasibility of estimating the activation levels
using overlap rate, average response latency, and speech rate,
we analyzed the correlation between each indicator and the
subjective activation level. The scatter plots of the average
values of the three indicators during the middle and the final
conversational periods versus the subjective activation level
of each speaker or each group are shown in Figure 4. Be-
cause of the individual variability of the subjective scale, the
averages of the three speakers were utilized as the group ac-
tivation levels, which was the subjectively scored activation
level of the entire group. Furthermore, exceptionally long la-
tencies were observed in some situations, for example, when
the topics of discussion were exhausted. They reflect the state
of the group, but are different from the conversational rhythm.
Therefore, we eliminated the longer latencies using an exper-
imentally decided threshold of 5 s. The averages were cal-
culated after the exceptional values were eliminated. Table
2 shows the Pearson product-moment correlation coefficients
between each indicator and activation level. The decorrela-
tion test indicated significant correlation between the activa-
tion level and all indicators (p<0.05).
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Figure 4. Scatter plots of activation levels and turn-taking features. (a,b)
averages of response latency, (c,d) overlap rates, and (e,f) speech rates

The personal activation level, as seen in the scatter plot,
showed a strong correlation with the average response la-
tency. Moderate correlations were observed in the overlap
rate and the speech rate, even their variability was relatively
larger. The variabilities for the groups were smaller than
those for the persons for all three indicators, and they showed
a stronger correlation. In summary, there is some difference
in accuracy, but the feasibility to estimate the activation levels
of individuals and groups by using the three conversational
indicators was demonstrated.

Determination of the Estimation Equation
The correlation has been confirmed between the activation
level and each of the three indicators. The use of larger num-
bers of indicators is expected to improve the estimation ro-
bustness against the variation of the conversational patterns.
Therefore, we performed multiple regression analyses using
all three indicators and obtained multiple regression equa-
tions as estimation equations. The estimation equations for
personal and group activation levels are shown as Equations
1 and 2, respectively.

Table 2. Correlation coefficients between activation levels and turn-
taking features.

overlap
rate

average of
response latency

speech rate

personal 0.48 −0.60 0.37
group 0.72 −0.79 0.82
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Figure 2. Results of phonetic feature analysis. (a,b) averages of normalized sound pressure, (c,d) averages of normalized pitch, (e,f) variation coefficients
of sound pressure, (g,h) variation coefficients of pitch, (i,j) utterance rates, (k,l) utterance lengths, and (m) averages of normalized sound pressure
synchrony
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Figure 3. Results of turn-taking feature analysis. (a,b) averages of response latency, (c,d) overlap rates, and (e,f) speech rates

personal activation level

= 0.276 ∗ overlap rate[%]

−27.2 ∗ avg. of response latency[s]
+0.423 ∗ speech rate[%] + 41.1 (1)

group activation level

= 0.363 ∗ overlap rate[%]

−33.8 ∗ avg. of response latency[s]
+1.44 ∗ speech rate[%]− 22.0 (2)

Estimation Experiment
To verify the estimation capability, we performed off-line es-
timations of the personal and group activation levels of the an-
alyzed conversational data of all six groups using Equations 1
and 2. The selected three indicators during the middle and fi-
nal periods were utilized for estimation. The estimated values
below zero and over 100 were limited to zero and 100. The
root-mean-square errors (RMSE) of the estimated activation
levels and the correlation coefficients between the subjective
evaluation activation levels and estimated values are shown in
Table 3.

The RMSE for personal and group activation levels were 18%
and 12%. respectively. The estimation error for group activa-
tion levels was less than that for personal activation levels, but
strong correlations were obtained in both cases. Therefore, in
summary, the activation level estimation is highly feasible us-
ing conversational indicators without individual or group cal-
ibration.

DISCUSSIONS

Estimation Accuracy
In this study, the accuracy for the group activation level was
high compared to that for personal activation level because of
the following reasons: The subjective scales of persons es-
sentially have individual variation. The effect of the individ-
ual variation was reduced in the group activation level eval-
uation because the scores of three subjects were averaged,
while the personal activation level is the score of a person.
Furthermore, the personal activation level indicator, such as
overlap rate or average latency, tended to show a larger vari-
ance coefficient, especially for the relatively silent speakers,
because the number of their utterances was small. In con-
trast, compensatory behaviors were observed in the groups.
For example, participants sometimes intentionally spoke to
avoid the awkward continuance of silence. This kind of be-
havior reduces the variance coefficient of the group speech
rate. Therefore, a more robust estimation would be generally
possible for group activation levels compared to the personal
activation levels, similar to the proposed results.

To improve the accuracy, methods to reduce the individual
differences are required, such as automatic calibration of the
indicators or automatic setting of parameters as determined
by machine learning. However, the deviation of the indicator
might be also affected by dynamic factors, such as mood or

Table 3. RMSE and correlation coefficients for analyzed data set.
RMSE Correlation

personal 18% 0.60
group 12% 0.83
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the subject ’s role in the conversation, as well as individual
difference. The effectiveness of the parameter setting needs
to be evaluated before applying it in various cases. In this
study, we did not utilize sound pressure and pitch, because
of larger individual differences. However, they could be can-
didates for activation level estimation parameters after addi-
tional processing to reduce the individual differences. The
group activation level might be utilized for the improvement
of the accuracy of the personal activation level. For example,
the summation of the relative change of the personal activa-
tion level as an offset and the group activation level as a base-
line might be effective for the persons whose activation level
tends to be underestimated.

In this study, no mixed-gender group was studied to minimize
the influence of the factors other than activity and to let the
groups raise the activation level more easily. The turn-taking
indicators, which were used for estimation, showed less gen-
der difference compared to personal or group differences as
seen in Figure 3. The mixture of gender might make conver-
sation difficult in some situations. In these cases, the speech
rates of the participants would become unbalanced, as seen
in G4 in Figure 3. However, the estimated values of G4 were
comparable to the other groups. Therefore, it is expected that
the estimation of a mixed-gender group’s activation level is
feasible.

Control of Avatar Activation Level
In this study, each subject subjectively evaluated his or her
own activation level. However, the self-judged activation
level of a person does not necessarily correspond to the ac-
tivation level evaluated by another person. For example, the
activation level will be estimated to be lower than the self-
judged level in the subjects whose voice and conversational
behavior show less change even during enthusiastic conver-
sations. The activation level, which is subjectively evaluated
by another person, is likely to be lower as well as the auto-
matically estimated value. Therefore, the use of the estimated
activation level to control avatars might improve the degree of
coincidence between the avatar behavior and the impression
induced by the voice. The appropriateness of the automati-
cally estimated activation level needs to be discussed by ap-
plying the estimated values to avatar behavior.

The activation levels were estimated on the basis of the sub-
jects ’voices during a five-minute conversation. The use
of voice for a longer duration imposes a time-delay to the
behavioral change of the avatar. The proposed method will
adequately reflect the gradual change of the mood in calm
conversations. On the other hand, the avatars might not ade-
quately behave during sudden changes in activity level caused
by a joke or other factors. However, the shortening of the esti-
mation duration will seriously affect the estimation accuracy.
The temporal activation usually disappears during a shorter
term. Therefore, the activation level appears to be modeled
better by a temporal component and a continuous compo-
nent. The proposed method appears suitable for the continu-
ous component estimation. The supposed method for using a
temporal component is the usage of the initial sound pressure
of a responsive utterance, which was utilized for the control
of an avatar ’s smile level [10].

LIMITATIONS
In this study, the experiments were carried out in groups of
three people of the same gender. Therefore, the effects of the
gender mixture and the number of the participants still need to
be studied. A video chat system was used instead of an avatar
voice chat system. However, the voice-driven automatic con-
trol of nonverbal expressions might affect the turn-taking be-
haviors of the users. It would be necessary to perform the
experiments with an avatar voice chat system. Furthermore,
the current study utilized voice data of five-minute intervals
for estimation. It theoretically produces a delay in estima-
tion. However, the shortening of the data for the estimation
will increase estimation error, which was 18% in this study.
The detection of a momentary change of the activation level
is the next challenge.

CONCLUSIONS
In this study, we examined the relationship between the con-
versational activation level and the phonetic and turn-taking
features, which were calculated from the voice recordings of
the conversations in groups of three persons each. The re-
sponse latency, the overlap rate and the speech rate showed
strong correlation with both the personal and group activa-
tion levels. The off-line estimation was performed using a
multiple regression equation on the basis of the three indica-
tors. The feasibility of automatically estimating the activation
level was demonstrated. The future work is to develop the
real-time estimation algorithm and the application to avatar
control.
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